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Abstract

Nowadays, the end hosts are equipped with multiple interfaces such as smartphones
and the data center servers, where the smartphone can access the Internet through ei-
ther WiFi interface or 3G/4G interface but not both simultaneously. Multipath TCP
(MPTCP) is a promising technology that allows the devices that have more than an in-
terface to utilize them at the same time. One of the recent achievements of the Internet
Engineering Task Force (IETF) is MPTCP. It proposed an extension of reqular TCP and
its major purposes are offering better performance, throughput, and resilience to failures
by dividing the flow into multiple subflows which will be then sent over many paths. The
management of traditional networks is complicated. This decreases the development of
the networking infrastructure where network operators need to configure each network de-
vice individually. Software-defined networking (SDN) decouples the control plane (CP)
from the data plane (DP) and shift network devices to be just simple forwarding devices.
Moreover, it shifts the control logic to a logically centralized controller. The controller
guides the data plane components through an application programming interface (API),
as well as maintains a global view of the network.

MPTCP has a positive impact on long flows in terms of throughput like transferring
data with big sizes. However, MPTCP may degrade the efficiency of short flows which
are sensitive to latency as web transfer applications. Moreover, MPTCP is an end-to-
end protocol that cannot observe the state of lower layers in the network. This thesis
wnvestigates the impact of MPTCP on long flows and short flows in homogenous and
heterogeneous networks, and it shows that a bandwidth gap between paths is a critical
factor influencing the performance of the short flows and must be considered when routing
the MPTCP subflows. To address the problems introduced above, this thesis propose a
new architecture supported by SDN to improve the performance of MPTCP for short
flows. The proposed architecture includes two modules: The topology module and the
forwarding module, where the function of the topology module is to consider the bandwidth
of all disjoint paths between hosts. While in forwarding module the best disjoint paths
are selected based on the least bandwidth gap between paths. Our performance results
showed an improvement of MPTCP performance for short flows compared to the disjoint
approach.
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1.1 General Overview

With the advancements in manufacturing technology, there is an increase in the number of
Wi-Fi and mobile network interfaces installed in end-host devices (laptops, PCs, tablets,
mobiles). For example, a laptop has more than one interface (Wi-Fi and Ethernet inter-
faces) through which it can connect to the Internet. Another example is smartphones,
they are equipped with more than one interface (Wi-Fi interface and 3G, 4G, and 5G
cellular network interfaces) to connect to the Internet as shown in Figure 1.1.

But, a user who has a device that is equipped with more than one interface can use
only one technology to access the Internet; Wi-Fi or a mobile network (3G,4G). And so,
the Internet connection at this device will be constraints to throughput and load balanc-
ing. Accordingly, there is a need for a technique that allows utilizing multipath where
the data can be sent through more than one interface to increase throughput and quality
of services [6]. So a user who has a smartphone can utilize more than interface at the
same time like Wi-Fi and 3G to access the Internet. Likewise, the servers that exist in
data centers are boosted with more than one interface, thus any two servers can commu-
nicate with each other through more than a path to increase the redundancy. Figure 1.2
shows a data center topology named fat tree. It shows also the servers/hosts connect and
communicate with each other through more than a single path.



3G access provider
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Figure 1.1: Todays smartphones can access the Internet via 3G or WikFi.

Figure 1.2: fat tree topology [1]

The demand for dedicated heavy computing resource is increasing rapidly, this leads
to the development of data-centers that carry out distributed services like massive data
processing, analysis, and storage. Most of the current IT systems and applications are
massively relying on highly effective data centers. In modern data centers, large flows
are generated by computation intensive applications and data exchange. These applica-
tions require high throughput as well as eliminating degradation in performance due to
bottlenecks found in the network [7].

Multipath TCP (MPTCP) is one of the accomplishments of the Internet Engineering
Task Force (IETF) [4]. MPTCP is a collection of extensions to allow TCP to offer a
Multipath TCP service, which enables a transport connection to work through multiple
paths together, the major point of MPTCP is splitting of flow into subflows to be sent
over many paths. The increase in throughput and the network robustness against net-
work failure are considered the main goals for the MPTCP [3].

Several large companies and researchers have been attracted to use Software-defined
network (SDN), where the architecture of SDN depends on the separation of the control
and data plane. SDN separates networks control logic (CP) from the forwarding process
(DP). Furthermore, with the disconnection between CP and DP, the network switches
will work as normal forwarding devices that receive the instructions from CP. A con-



troller in the Software-defined network maintains a global view of the network and it can
be used to monitor the network state and periodically replaces congested flow paths with
less congested ones for data transfer. SDN supports data center networks to solve a lot of
problems like live network migration, update network management, and QoS support [2].

The latency is considered one of the critical metric for live applications as video
streaming and web transfers [8]. In this light, when there is a loss in data, there will be
retransmission for lost data. Therefore the users experience will be influenced harmfully
because the data delivery not completed before it is deadlines [9].

MPTCP has been proposed to increase the throughput of the network by pooling
bandwidth where the MPTCP divides the flow into subflows to be transmitted over
multiple paths. MPTCP will be more efficient for applications that are sensitive to the
throughput like transferring data with big sizes (Long Flow). However, MPTCP has a
negative impact on short flows when sent over heterogeneous paths for the reasons shown
below [10]:

e Paths heterogeneity in a network produces an increase in delays and causes packet
reordering.

e MPTCP cannot recover the lost packet through fast retransmission, this will lead
to increasing the number of retransmission Timeout (RTO).

1.2 Motivation

We are interested in pursuing research about this topic for the following reasons:

e The number of devices that have multiple interfaces is in a growing manner [11],
like Smartphones, data center servers.

e There is a need for a technique that allows utilizing multiple paths to increase
available bandwidth as well as redundancy against any network failure.

e The main feature of SDN technology is the ability to have a global view of the
network.

1.3 Problem Statement

This thesis discusses two major problems:

e MPTCP is more effective for applications that are sensitive to the throughput like
transferring data with big sizes (Long Flows), but how does the MPTCP affect
the short flows when they sent over homogenous paths and heterogeneous paths in
terms of bandwidth?

e MPTCP is an end-to-end protocol that cannot observe the state of lower layers
in the network. For instance, different subflows of the same connection could be



distributed to the same route, a disjoint method [7] has been proposed to solve the
mentioned problem to enhance the MPTCP performance for long flows in terms of
throughput, but the disjoint method ignored the effect of MPTCP performance on
short flows especially when those flows are distributed over heterogeneous routes in
terms of paths bandwidth, so how we can improve the disjoint method to enhance
the performance of MPTCP on short flows?

1.4 Thesis Contribution

We proposed an architecture supported by SDN (MPSSHetN) that includes two modules:
the topology module and the forwarding module to improve MPTCP efficiency on short
flows, where the proposed architecture considers the gap in terms of bandwidth between
the disjoint paths when routing the subflows of MPTCP, as well as we implemented the
proposed architecture with its algorithms using the Mininet [12] emulator, MPTCP Linux
kernel [13], and the POX [14] as an SDN controller.

1.5 Thesis Objectives

The objectives of this thesis are illustrated below:

e This work studies the impact of MPTCP on both long and short flows in many
scenarios.

e This work proves that dissimilarity between paths in terms of bandwidth is a sig-
nificant factor influencing the performance of MPTCP on short flows.

1.6 Thesis Organization

This thesis is structured as follows.

Chapter 2 discusses the Software-Defined Networking and Multipath TCP.

Chapter 3 presents related work, discusses and compares between the researchers’ works.
Chapter 4 experiments to evaluate the impact of MPTCP on both types of flows.

Chapter 5 discusses the proposed architecture and its modules as well as the function
for each module. Moreover, presents the emulation of the proposed architecture
and discusses the results of the experiments.

Chapter 6 summarises the thesis and research contributions and makes suggestions for
further research and development.
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2.9.2 Starting a New Subflow . ... ... ... ... ... ......... 18
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This chapter explains the mechanism of the work of traditional networks and the
definition of SDN. It also discusses the main component of SDN and the job of the
control, data, and management planes. Moreover, it presents the benefits of the SDN
controller and the advantages of the separation between the control and data plane. It
also presents the architecture of SDN and SDN applications. The comparison between
SDN and conventional networks is also discussed in this chapter. Moreover, This chapter
studies MPTCP protocol, the main goals for MPTCP, MPTCP idea, and compatibility
aims as well as the mechanism of MPTCP working.

2.1 Software-Defined Networking

In traditional networks, network operators configure each network device individually,
but the manual configuration is time-consuming and increases the probability of error.
The control plane determines how to deal with network traffic, the data plane sends traf-
fic depending on the orders made by the control plane [2], these planes are coupled in
network devices thus decreasing the development of the networking infrastructure.
Based on the original definition, [15], SDN is known as network architecture where the
forwarding state in the data plane is controlled by a remotely controlled plane decoupled
from the former. SDN separates the networks control logic (CP) from the forwarding
process (DP). Furthermore, with the disconnection between CP and DP, the network
switches will work as normal forwarding devices that receive the instructions from CP.
The centralized controller (CP) is network operating system that can be installed in a
physical or virtual server as shown in Figure 2.1.

The disconnection between CP and the DP can be achieved by using a well-known
programming interface between the switches and the SDN controller. The controller sends
the instructions to the data plane through an application programming interface (API),
as shown in Figure 2.1 above. The Openflow is an example of API, the instructions are
rules that will be installed on an OpenFlow-enabled switch to perform certain actions
as dropping, forwarding, modifying, etc. The separation between control plane and data
plane creates new abstractions in networking, facilitating network management and net-
work development and creation. Based on functionality, the conventional network can be
split into three planes: DP, CP, and MP as shown in Figure 2.2, where the DP (network-
ing devices) responsible for forwarding data. CP employed to build the forwarding tables
of the data plane components. The function of the last is to remotely check and configure
the control functionality. After defining the network policy in the last plane, the policy
will be enforced by the control plane, and the data plane performs it by forwarding data
accordingly.
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Figure 2.1: Simplified seeing of an SDN components. [2]

Figure 2.2: Layered view of networking functionality. [2]

There are many benefits to the controller. First, modifying network policies is simple
that can be done using high-level languages and software components compared to vendor
configurations. Second, centralization facilitates the progress of advanced networking
functions, services, and applications since the controller has a global view of the network
state. As mention above, in conventional networks the CP and DP are strongly jointed



and this coupling made the development and deployment of new networking feature more
hard and complex, as well as the management of network is not efficient since if we want
to add new network policy this policy must be configured on all CP of network devices
individually and it may need to install new firmware and hardware upgrades. In this
light, the traditional network is not cost effective, specialized, and hard-to-configure. But,
in SDN the control plane is separated from the network devices and the control plane
(controller) becomes an external entity. Figure 2.3 shows the differences between the
traditional networking and SDN, where middleboxes are firewalls, and intrusion detection
systems (IDSs), etc.
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Figure 2.3: Traditional networking versus SDN. [2]

The separation between the control and data plane has several advantages:

e The policy decisions will be consistent and effective. Since all applications will
apply based on network status.

e The applications programming become easy because of the abstractions offered by
the control platform.

e Straightforward integration between the different applications, for example, rout-
ing and load balancing applications can be executed sequentially based on their
priorities (the application which has the highest priority will be executed first).



2.2 SOFTWARE-Defined Networks Architecture:

An SDN architecture can be viewed as a set of different layers and each layer is responsible
for certain functions as shown in Figure 2.4. The SDN can be seen from three perspectives
(planes, layers, and system design architecture) as shown in Figure 2.4 below. This section
will illustrate the most important layers in SDN architecture.

Management plane Network Applications Network Applications

o
i)
Programming Languages g £l oee |12l 0
Net App Net App g g ¥ Eg 23
. ekl y Language-based Virtualization | 5 = ﬁ 2
Control plane - :
g [ Northbound Interface @ = )
_ o Metwork Operating
|l g? | Network Operating System || & System (NOS) and
= . 5 - #e Network Hypervisors |
| Network Hypervisor | § b T —¥ 3
R R RN SRR EEEEEES S NS EE RS E ' ‘i i - .-?.-
Southbound Interface ] o
| @
=

|_

o el

(a) (b) (c)

Network Infrastructure

f

Figure 2.4: Software-Defined Networks in (a) planes, (b) layers, and (c) system design
architecture. [2]

2.2.1 Infrastructure

The SDN infrastructure is a collection of network devices like routers, switches, and mid-
dlebox appliances, and those devices are similar to a conventional network. But, the
major difference is the networking devices in SDN infrastructure are simple devices with-
out included control or software to take self-actions. The brain of network devices is
isolated from the data plane (DP) and it is shifted to a centralized controller (Network
operating system and applications as shown in Figure 2.4).

These new networks are created on top of open and standard interfaces as OpenFlow,
the main function of the open interface is to configure the heterogeneous forwarding
devices dynamically. The controller and the forwarding devices are the two major ele-
ments in SDN architecture as depicted in Figure 2.4, the DP device is a hardware or
software element that forward the traffic based on the rules that are installed on it from
the controller, while a controller is a software stack runs on physical hardware or virtual
machine [2]. In an OpenFlow switch, the flow table entry has three parts:

1. a matching rule.

2. actions to be applied on matching packets.



3. counters that keep statistics of matching Packets.

In an OpenFlow device, through a series of flow tables a path explains how packets
should be treated. When Openflow device receives new packets, it first searches on the
tables and match them. Based on Figure 2.5, the flow rules are series of several matching
fields and the common rule on DP is to transmit the packets to CP. However, if the
default rule not installed on DP, the DP will ignore the packets, as well as each rule has
a priority which follows the series number of tables.

/ SDN CONTROLLER \

Net App Net App LF ’/’-

] FLOW TABLE
RULE ACTION | STATS ‘

SDN DEVICE \\ Packet + counters

o .‘\
| FLOW TABLES |

s e . e e e . S —

g g 1. Forward packet to port(s)
Network = § = § 2. Encapsulate and forward to controller
Operating £ £ = g 3.  Drop packet -
System S E g8 4.  Send to normal processing pipeline

£ g

LI} (¥}

| Switch MAC MAC Eth | VLAN IP IP TEP | TCP
/,J' part src dst | type D | src | dst  psrc | pdst

p

Figure 2.5: OpenFlow-enabled SDN devices. [2]

There are possible actions that involve the following:
1. Forward the packet to outgoing port(s).

2. Encapsulate it and forward it to the controller.

3. Drop it.

4. Send it to the normal processing pipeline.

5. Send it to the next flow table or to special tables.

The OpenFlow (OF) has been developed and now there are many version of it (V 1.0,
V1.1, V1.2, V1.3, V1.4) and the OF is upgraded to support several match fields involving
Ethernet, IPv4/v6, MPLS, TCP/UDP, etc.

2.2.2 Southbound Interfaces

Southbound interfaces (APIs) are bridges that connect control and forwarding devices,
and through this layer, the CP is decoupled from the DP. OpenFlow protocol is widely
deployed at SDN environment. It offers a communication channel between CP and DP.
There are three information sources that are offered to Network Operation System (NOS)
through Open Flow protocol:

1. Forwarding elements send an event based messages to the controller when a link
status is changed.
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2. Forwarding elements transmit packet-in messages to a controller when they received
a new flow.

3. Flow statistics which are created by forwarding devices.

Where these messages are considered an important means to give the NOSs a flow infor-
mation.

2.2.3 Network Hypervisors

Virtualization technology is widespread in the computer environment and the number
of virtual servers is more than the number of physical servers. The hardware resources
sharing feature is offered to the virtual machines through the Hypervisors, where each user
in cloud infrastructure as a service (IaaS) can assign resources to his virtual machines
on-demand from the shared resources. The machines migration feature is considered
one of the important feature that provided through virtualization technology, where it
provides the ability to transfer the machines from one physical server to another and thus
providing flexible management. Based on the virtualization advantages, many commercial
companies like VMWare and IBM started to propose a platform for SDN virtualization.

2.2.4 Network Operating Systems/Controllers

Facilitation of solving networking problems and network management are the aims of SDN
that are promised and this will be done by using a logically centralized control provided
by a NOS. NOS can provide many general network services like network status, network
topology information, allocate the configuration for distributed devices. The controller
is a crucial device in the SDN architecture, where it is the core part of the control logic
that is responsible to create the network configuration according to the policies defined
by the network engineers.

The controllers can be classified according to an architectural point of view, where they
may be centralized or distributed. A centralized controller is a unique device that controls
all forwarding elements. But, the main problems of a single controller that it forms a single
point of failure in addition to that it is not quite sufficient to control a network that has a
big number of DP devices. On other hands, the main advantage of distributed controllers
is fault tolerance. That means if one node became down, another point must carry the
responsibilities of the failed point. Figure 2.6 illustrates the SDN control platforms, SDN
control platforms are divided into three layers: 1- the application and services 2- the core
controller functions 3- the elements for southbound communications.

2.2.5 Programming Languages

Networks programming is beginning to convert from low-level machine languages (assem-
bly) to high level programming language (Java, Python). The high-level languages are
utilized in the SDN environment.
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Figure 2.6: SDN control platforms: elements, services, and interfaces. [2]

2.2.6 Network Applications

Network applications execute the control logic that will be converted into commands to
be uploaded in the data plane. For instance, building the routing application between
two points (A, B), where the logic of the routing application is to determine a path
between these points in order to carry the packets. According to the topology input
(available paths), a routing application will determine the path to be used and command
the controller to send the forwarding rules that carry the determined path to all for-
warding devices. SDN can be used in any conventional (home, data center and Internet
exchange point) regardless of network size and network applications types (routing and
load balancing ..etc).

2.3 SDN Applications

The SDN is utilized to support many application as illustrated below [16]:

2.3.1 Internet Research

The SDN makes it possible to propose and implement ideas related to the future Internet
without severely affecting the hardware of a running network. This is because SDN
separates the control of traffic from data traffic. This means the separation between
software and hardware, where this decoupling enables the examination of new ideas that
aim to develop Internet architecture.
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2.3.2 Rural Connections

SDN facilitates the complicated network such as the networks in data centers. So it can
be used to facilitate Wi-Fi networks in rural area. In a rural area, the separation is done
through using the infrastructures of different companies. The process starts by building
the network on another company site in rural area. Then the party responsible to run
the network (ISP) controls the devices remotely, hence the SDN make the administration
of the rural network more adequate than the conventional.

2.3.3 Date Centers Upgrading

Data centers are considered the crucial part of many companies as Google data centers
[17]. But these data centers need costly support maintenance. The programming and
configuration of data centers have been decreased by using OpenFlow since it allows for
remote control of switches from a central site.

2.3.4 Traffic Engineering

SDN facilitates the network management and boosts many network applications like load
balancing that aims to divide the traffic between existing servers where SDN ease the
allocation of available network services in a network.

2.4 SDN Benefits

SDN separates the control plane from the data plane and this separation give excellent
control of network via programming, Where this decoupling will provide many advantages
as illustrated below [18]:

2.4.1 Enhancing Configuration

Network configuration is considered one of the critical function in the network adminis-
tration. When the network operators want to add a new network device to the current
network that has divergent devices according to manufacturer companies, network opera-
tors have to do the manual configuration for the new device where network configuration
depends on the manufacturing company. Assuming there is a problem in the network
configuration, it requires from a network operator to make troubleshooting to the con-
figuration and may do many reconfiguration attempts. Thus the traditional procedure
(manual configuration) is boring and error-prone. In that vein, we can say the big chal-
lenge for the conventional network is the automatic and dynamic reconfiguration of a
network. SDN unify the control plane of network elements regardless of the devices’ type
(switches, routers, firewalls) under one point (controller). Using a central point in SDN
that is called the controller, network devices can be automatically configured as well as
the ideal management can be achieved using the controller since all devices are seen under
it.
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2.4.2 TImproving Performance

Maximum utilizing of the available network infrastructure is one of the important aims in
network operation. In the traditional network, improving the performance of a complete
network is complex and complicated, so the methods that are used in the conventional
network depend on the local information of a part of the network to optimize that part.
SDN gives a chance to improve the performance of a network as a whole. SDN utilizes
the central control that manages all network elements and it has a global view of the
network infrastructure.

2.4.3 Encouraging Innovation

SDN utilize the network programming where it boosts the research innovation that aims
to develop and enhance network applications. Moreover, SDN produces pure decoupling
between virtual networks, allowing the tests on a live environment.

2.5 Multipath TCP

According to Internet development, the need for Internet resources are growing and par-
ticularly the bandwidth. So the MPTCP will help the Internet development since the
MPTCP work as resource pooling [3] by simultaneously using multiple disjoint paths.
The two main benefits of multipath transport are:

e To increase the network connectivity by using more than one path.

e To increase the available network capacity by increasing the efficiency of the resource
usage, and thus the user services will be available all time without any failure.

Multipath TCP (MPTCP) is a new protocol that has been proposed by the Inter-
net Engineering Task Force (IETF). Multipath TCP, defined in [4], is a collection of
extensions to allow TCP to offer a Multipath TCP service, which enables a transport
connection to work through multiple paths together, the major point of MPTCP is the
splitting of flow into subflows to be sent over many paths. According to Figure 2.7. Hosts
A and B have two interfaces (multihomed) and each interface has a unique address and
they communicate with each other through more than a single path. This Figure shows
how MPTCP increases network connectivity and reliability. The addresses of hosts A
and B are (Al, A2), (B1, B2) , it is notable the available paths are A1-B1, A1-B2, A2-
B1, A2-B2. We conclude that the number of paths between the two host (A, B) equal
num_addr(A) * num_addr(B).

2.6 Multipath TCP Functional Goals

The following functions are the aims of Multipath TCP [3]:
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Figure 2.7: MPTCP Scenario. [3]

e Enhance Throughput: To achieve the minimum performance for multiple paths, the
throughput of a Multipath TCP connection over multiple paths have to be better
than a throughput of single TCP connection.

e Enhance Resilience: Multipath TCP should boost the employment of multiple paths
interchangeably for resilience goals.

2.7 Compatibility Goals

A Multipath TCP should achieve a set of compatibility aims to boosts the deployment
of the Internet. These Compatibility aims are presented next.

2.7.1 Application Compatibility

Multipath TCP has to be same as the TCP service model (in order, reliable, and byte-
oriented delivery). Moreover, the throughput and resilience which are provided by a
Multipath TCP connection should be higher than a single TCP connection.

2.7.2 Network Compatibility

In the conventional Internet architecture, network equipment run at the Internet layer
and at the layers that are below the net layer, with the layers that are above the network
layer (application, transport). Figure 2.8 shows the initial architecture of the Internet.
But, this layering doesn’t reflect the fact of Internet layering with the emergence of
middleboxes.

The transport layer is interposed through a middlebox, sometimes it completely block
the transport connections, as depicted in Figure 2.9. The network compatibility of
MPTCP aims to keeping the compatibility with the Internet as it is today, as well as
transport the traffic with existence middleboxes such as firewalls, NATSs.

The modifications on Multipath TCP still exist at the transport layer. Multipath
TCP must run at both versions of IPs (IPv4 and IPv6).
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Figure 2.9: Internet Reality. [3]

2.7.3 Compatibility with Other Network Users

The architecture of MPTCP must allow the Multipath TCP flows to work with the
flows of a single-path TCP (SPTCP), also it must be able to compete on the available
bandwidth. The users who use SPTCP must not be harmed by the users who use multiple
paths at shared bottlenecks. On a shared bottleneck, Multipath TCP flows have to share
the bandwidth between each other with equal fairness and even with a SPTCP.

2.7.4 Security Goals

A number of new threats will be brought by multipath TCP, so the security of Multipath
TCP should be higher than SPTCP (i.e Multipath TCP should be more secure than
SPTCP) [3]. We will not discuss the security requirements and aspects of MPTCP
because it out of the scope of this work.
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2.8 Multipath TCP in the Networking Stack

MPTCP runs at the transport layer like TCP as well as it is clear to both higher and lower
layers, it is a collection of extra features on top of standard TCP, Figure 2.10 describes
this layering.

‘ MPTCP ‘
TCP

‘ Subflow (TCP) Subflow (TCP) ‘

Figure 2.10: comparing of Standard TCP and MPTCP Protocol Stacks.

2.9 MPTCP Operation

A bidirectional byte stream connection is offered by MPTCP between two hosts which are
communicating like usual TCP without any change in the application layer. But, MPTCP
allows the hosts to utilize several paths and each path has an IP address to transfer the
data that belongs to the MPTCP connection. In that vein, MPTCP connection seems
like a usual TCP connection to the application layer. But, to the network layer, after the
subflows are generated, each of them seems like a usual TCP flow whose segments carry
a new TCP option type.

2.9.1 Initiating an MPTCP Connection

Initiating MPTCP connection starts like usual TCP (SYN, SYN/ACK, and ACK) packets
and they exchange on each path of the multiple paths. But, these packets carry a new
option called Multipath TCP Capable (MP_CAPABLE) where the aims of this option
are [4]:

e [t checks if the host that wishes to communicate with it is empowered with MPTCP
or not.

e [t is used for security purpose when there are new subflows that will be created.
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MEP CAPAELE =
[A's key, flags]
< - MEP CAPAELE
[B's key, flags]
ACK + MP CAPABLE - =
[A's key, B's key, flags]

Figure 2.11: Initiating an MPTCP Connection. [4]

2.9.2 Starting a New Subflow

Assuming the MPTCP connection has been initiated between hosts through MP_CAPABLE,
and additional subflows can be jointed to the current connection. Hosts have knowledge
of their own addresses and via the signaling exchanges become aware of the other host’s
addresses. Utilizing this knowledge, a host can start a new subflow over a currently
unused pair of addresses. In the MP_CAPABLE handshaking process, the sender and
receiver are exchanging the keys between them and this offers an approach that can be
utilized for authenticating purpose when a new subflow is created. In the connection
among the initial subflows, just MP_CAPABLE option is used as well as the Join option
will be used when new subflows want to join the current connection.

Assuming a new subflows will be created, it will initiate the connection like the method
that is used in a usual TCP connection (SYN, SYN/ACK, and ACK). But, the hand-
shaking packets carry a new option called MP_JOIN option. As presented in Figure 2.12,
the sender transmits a random number, token, and address ID in the first MP_JOIN on
the SYN packet, the receiver will reply with an SYN/ACK packet that too including
an MP_JOIN option containing a random number and a truncated Hash-based Message
Authentication Code (HMAC).
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Figure 2.12: Example of Subflow establishment in MPTCP. [4]

2.9.3 Closing an MPTCP Connection

If there is no data to transmit from the sender side, the sender sends the receiver ”"Data
FIN”, where this signal gives the receiver an indication that the sender has no more data
to transmit, once the receiver receives all data of MPTCP connection, it replies with
"Data FIN”.

Host A Host B
DATA SEQUENCE SIGNAL — >
[Data FIN]
< - (MPTCP DATA ACK)

Figure 2.13: Example of Closing MPTCP Connection. [4]

This chapter tackles the idea of SDN, where SDN separates CP from the DP and the
DPs work as normal forwarding devices that receive the instructions from CP, CP has a
global view of the network state. Moreover, it discussed the application field of SDN is like
Rural Connections, Internet Research, Date Centers Upgrading, and Traffic Engineering.
Moreover, This chapter presents the MPTCP protocol, MPTCP has been proposed as
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an extension of regular TCP and its major purposes are offering better performance,
throughput, and resilience to failures by dividing the flow into multiple subflows which
will be then sent over many paths. MPTCP architecture must allow normal TCP flows
to compete with MPTCP flows on available bandwidth.
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3.1 MPTCP

MPTCP has attracted the attention of many researchers. MPTCP is one of the achieve-
ments of the Internet Engineering Task Force (IETF) [4]. The main advantages of
MPTCP are to increase both throughput and robustness by utilizing more than one
path [19]. MPTCP has a good performance with long flows because the data is divided
into subflows then transmitted over multiple paths. The authors in [20] suggested an
enhanced MPTCP congestion control algorithm over wireless networks to increase the
throughput as well as to gain load balancing. The algorithm idea is to make full use of
the congestion information of all the subflows belonging to a TCP connection to adap-
tively modify the transmission rate of each subflow. Moreover, the efficiency of MPTCP
over long flows has been confirmed in [10,21].

Many factors affect the performance of MPTCP [22]. Path scheduling and congestion
control are the two main factors. The main job of the congestion control algorithm is
controlling the transmission rate of each subflow, that aims to enhance throughput and
link utilization by moving traffic from the path that is congested to less congested path.
Many of MPTCP congestion control algorithms have been suggested such as the Linked
Increases Algorithm (LIA) [23], Opportunistic Linked-Increases Algorithm (OLIA) [24],
Balanced Linked Adaptation Algorithm (BALIA) [21], and Weighted Vegas algorithm
(WVegas) [25]).

The second factor is path scheduling, it aims to utilize more than a single path to
spread the data on them. The default Path scheduling in MPTCP is the lowest Round
Trip Time (RTT). In the beginning, it utilizes the path that has the lowest RTT to send
the packets until its congestion window becomes full. Then it moves to the next higher
RTT path. The authors in [26] proposed an algorithm for the packet scheduler named
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freezes packet. This algorithm aims to reduce the flow completion time for short flows.
Their idea is based on measuring the delay difference between two paths, after that if the
difference is significant then that packets will be sent over the fast path, and the other
paths freezes.

Authors in [10] proposed Maximum MultiPath TCP (MMPTCP) algorithm, this al-
gorithm aims to obtain low latency for short flows and high goodput for long flows.
MMPTCP algorithm works in two phases. At first, it randomly scatters packets in the
network under a single congestion window exploiting all available paths to handle the
short flows and after a certain amount of data the MMPTCP switches to a regular Mul-
tiPath TCP mode for handling the long flows.

The authors in [27] proposed algorithm named adaptive multi-path transmission con-
trol protocol AMTCP, it aims to decrease resource overheads for short flows and obtaining
a higher throughput for large flows. AMTCP idea is controlling the number of subflows
based on application workloads. The explanations outlined below demonstrate why the
MPTCP affects short flows negatively [10]:

e Paths heterogeneity in a network produces an increase in delays [8,11], indeed this
heterogeneity causes packet reordering. For instance, if a network has two paths
and they were heterogeneous so when the data is transmitted over these paths,
the packets that transmitted over the fast path will arrive before the packets that
were transmitted over the slow path thus the receiver will fill its buffer whereas
the other packets not received. Moreover, MPTCP may select the slowest path if
the congestion window of the fast path is not available, so this makes a longer flow
completion time.

e In general, the size of short flows are very small, as well as the short flows pose
almost 40% from the web traffic with size less than 1MB [28]. In the case a single
packet is lost from the short flows, it can compel whole connection to wait for
Retransmission Timeout (RTO) to be triggered since this lost packet cannot be
recovered using fast retransmission [10], this will lead to increasing the latency for
the applications that consider delay is critical.

MPTCP has a negative impact on the behavior of the short flows that its size almost
hundreds of KBs. Because of the Congestion Window (CWN) of the short flows may be
small over its lifetime, so when a single packet is lost, MPTCP will not be able to recover
this loss through fast retransmission which leads to a timeout. In [29], authors suggested
Dynamic Multipath TCP (DMPTCP) algorithm, the objective of this algorithm is en-
hancing the performance of short flows in term of completion time, as well as long flows
in term of throughput. This happens through evaluating the available subflows and au-
tomatically adjusting the number of subflows that meet the flows requirements. They
proposed an analytical model aims to predict the amount of data that can be transferred
over the faster subflows simultaneously before the packet arrival time over the slower
subflow.
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In [5], authors suggested an algorithm for the Internet traffic named Multipath TCP
for short flow (MPTCP-SF), its idea has been built based on calculating the size of data
being sent per flow to determine the flows classification and then allocate the number of
MPTCP subflows based on flow size. They classified the web traffic into three categories,
the thing that differentiates between these categories is the traffic size, where the size for
each of them is 100KB, between 100KB to 400 KB, more than 400 KB. The algorithm
selects the fastest path for the first category, a subset of available subflows for the second
category as well as all available subflows for the last one.

3.2 SDN AND MPTCP

The SDN has drawn researchers ’ interest. They benefited from the essential SDN func-
tion, which is decoupling the control plane (CP) from the data plane (DP) and the
control plane became a logically centralized controller, resulting in the SDN controller
has a global view of the network.

The Authors in [30] compared the throughput between MPTCP ( PlanetLab Europe,
which can be used by experimenters and researchers to test and validate their ideas rel-
evant to multipath.) and the regular Internet, where they utilized the SDN controller to
adjust the routes. The results confirmed the advantage of MPTCP in term of throughput,
where the normal TCP offered 8.02 Mbps whereas MPTCP offered 14 Mbps throughput.
But, they didnt take into account the effect of MPTCP on the short flows as well as the
effect of path difference in terms of bandwidth on the performance of MPTCP.

Since the satellite networks are multilayered, so the MPTCP can be utilized in these
networks. The work in [31] utilized the MPTCP in satellite network to increase the
throughput and it propose the use of SDN to solve the shared bottleneck problem. Au-
thors proposed an approach to solving the problem of the static number of subflows by
making communication between SDN controller and an end host where they added a
module at controller side as well as at end-host side that to dynamically adjust the num-
ber of subflow according to network status. Moreover, they proposed load and shared
routing algorithms as well as they showed that the increase in number of subflows will
increase throughput. But their approach was tested on file transferring and they didnt
take short flow applications as well as he effect of path difference in terms of bandwidth
on the performance of MPTCP.

In large-scale Layer 2 networks such as the networks that exist in data centers, the
authors in [32] used SDN to boost the MPTCP efficiency to achieve high throughput
for big size data exchange between servers. To use all the available bandwidth, they
suggested modules located on an SDN controller and servers to control the number of
subflows, as well as a routing algorithm to solve one of the MPTCP problems (MPTCP
is an end-to-end protocol). But, they ignored the effect of MPTCP on short flows.

The authors in [33] proposed a routing approach by using the segment routing (SR) to
mitigate the storage requirements of Open Flow switch. MPTCP divides large multime-
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dia flows into subflows to be transmitted over multiple paths. Authors in [34] utilized the
SDN to enhance the performance of MPTCP, they proposed a routing algorithm based
on SR to adjust the subflows number, as well as they, showed that MPTCP is better
than a normal TCP in term of throughput, link utilization, and end-users QoE. But,
they tested their approach in the 5G data center with large flows and they didn’t take
the short flows into account as well as the effect of path difference in terms of bandwidth
on the performance of MPTCP.

The authors in [7] proposed an MPTCP-aware SDN, where they allocated the MPTCP
subflows to the disjoint paths to prevent conflict between the subflows that belong to the
same connection. But, they didnt take into account the effect of MPTCP on short flows
as well as the effect of path difference in terms of bandwidth on the performance of
MPTCP. The authors in [35] proposed a scalable SDN-assisted architecture to solve the
collision problem and they take paths dissimilarity in terms of delay into account. But,
they ignored paths dissimilarity in terms of bandwidth.
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MPTCP Performance Evaluation
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The aims of this chapter are:
e Study the effect of MPTCP on long flows which are sensitive to throughout.
e Investigate the effect of MPTCP on short flows which are sensitive to latency.

e Prove that the bandwidth gap between paths is a critical factor influencing the
performance of the short flows.

4.1 Experimental Design

Figure 4.1 shows the proposed topology, we use the Mininet to simulate this network.
Mininet [12] is a network emulator which creates a network of virtual hosts, switches, con-
trollers, and links. Mininet hosts run standard Linux network software, and its switches
support OpenFlow for highly flexible custom routing and Software-Defined Networking.
Furthermore, it yields a more effective use of time and resources compared to other work-
flows.

We use the [Perf tool to measure the long flow’s throughput. [Perf is a tool used to eval-
uate the performance of a network, it can produce streams of data to test the throughput
between the two ends. For short flows, we used a simple HTTP Server module, this
module is existing in the mininet to measuring Average download time.
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It is worth mentioning in our assumptions regarding the bandwidth value of the paths
that our concern is the bandwidth gap (dissimilarity in terms of bandwidth) between
paths not the absolute value of the path bandwidth.

BwW1.2
I 1
MPTCP
i BW2.
client
")
BwW2.2

Figure 4.1: The experiment topology

4.1.1 MPTCP Configuration

In this subsection, we list and explain some of the MPTCP options:

+ net.mptcp_enabled
This option responsible for Disabling/Enabling MPTCP on the machine, 1 means
enable, and 0 means disable.

* net.mptcp.mptcp_syn retries
This option responsible for determining how often retransmission an SYN with the
MP_CAPABLE option, and after that, the SYN will not carry the MP_CAPABLE
option. This option is to handle middleboxes that deny SYNs with unknown TCP
options, the default value is 3.

*+ net.mptcp.mptcp_checksum
This option enables the use of MPTCP _checksum, it has two values(0,1). 0 for
disable and 1 for enable.

+ net.mptcp.mptcp_path_manager
This is a module responsible for the management between the multiple paths effi-
ciently, and this option has three values:

— default: This choice will not advertise the IP addresses of the host and will
not create new subflows. However, it will allow the passive creation of new
subflows.

— fullmesh: This choice will build a full-mesh of subflows among all available
subflows.
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— ndiffports: This choice creates X subflows between the same pair of IP-addresses.

+ net.mptcp.mptcp_scheduler
This a module responsible for utilizing more than a path to spread the data on
them, and this option has three values:

— default: It will send the data on the path that has the lowest RTT until its
congestion window becomes full. Then it moves to the next higher RTT path.

— roundrobin: This choice will send the data in a round-robin manner.

— redundant: This choice will send the data on all available subflows in a redun-
dant method.

We use MPTCP Release (v0.95) as shown in Figure 4.2.

@S % root@user: /homejfuser

root@user: /home/user# dmesg | grep MPTCP

[ 0.880800] : Stable release v0.95
root@user: /home /user# sysctl -a | grep mptcp
kernel.osrelease = 4.19.55.

sysctl: reading key "net.ipv6.conf.all.stable secret"
sysctl: reading key "net.ipv6.conf.default.stable secret”
sysctl: reading key "net.ipv6.conf.enpBs3.stable secret”
sysctl: reading key "net.ipv6.conf.enp@s8.stable secret”
sysctl: reading key "net.ipv6.conf.enpBs9.stable secret”
sysctl: reading key "net.ipv6.conf.lo.stable_secret”
net. . checksum = 1

net. A _debug = 8

net. - _enabled = 1

net. . _path_manager = fullmesh
net. ; _scheduler = default
net. - _syn_retries = 3

net. . _wversion = 0

root@user: /home/user# ||

Figure 4.2: MPTCP Release (v9.95) and Setting

4.2 Impact of MPTCP on Long Flows

MPTCP has been proposed to increase the throughput of the network by pooling band-
width and to increase the network connectivity, where MPTCP divides the flow into
subflows to be transmitted over multiple paths.

MPTCP will be more efficient for the applications that are sensitive to the throughput
like transferring data with big sizes (Long Flow). This section aims to prove that MPTCP
has a positive impact on long flows.
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4.2.1 Homogeneous Network

In this section, we study the impact of MPTCP on long flows when the network has
homogeneous paths. We will do that by measuring the throughput between the server
and the client. We assumed the bandwidth for each link is 10 Mbit/sec and the file size
is 100MB.

Note: In all scenarios, we assumed the delay is zero, and all Figures’ results are the
average of 100 samples. It is worth mentioning that we used the IPerf tool to measure
the efficiency of MPTCP on long flows in terms of throughput, so this section aims to
prove that MPTCP has a positive impact on long flows regardless of the tool used in the
measuring as confirmed in [10,21].

Figure 4.3 illustrates the difference in the performance of SPTCP and MPTCP. It is
significantly noted the MPTCP shows high performance comparing with SPTCP, where
the average throughput for MPTCP is 15.133 Mbit /s while as for SPTCP is 7.14 Mbit/s.

15

16

T

S

Average throughput (Mbitfs)

10 -
E ]
E ]
1
MPTCP SPTCP

Figure 4.3: Comparing the performance of SPTCP and MPTCP in terms of throughput
in bandwidth-homogeneous networks.
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4.2.2 Heterogeneous Network

In this section, we study the impact of MPTCP on the long flows when the network has
heterogeneous paths in terms of bandwidth. We assumed the bandwidth for the first path
is fixed 10Mbit/sec (BW for each link of the first path = 10 Mbit/sec) and the bandwidth
for the second path is varied as follows:

e 0.1Mbit/sec (BW for each link of the second path = 0.1Mbit/sec).
e 1Mbit/sec (BW for each link of the second path = 1Mbit/sec).
e 2Mbit/sec (BW for each link of the second path = 2Mbit/sec).
e 3Mbit/sec (BW for each link of the second path = 3Mbit/sec).
e 4Mbit/sec (BW for each link of the second path = 4Mbit/sec).

Equation 4.1 denotes the normalized MPTCP bandwidth gap, where BWp; is the
first path bandwidth and BWp, is the second path bandwidth.

|BWpy — BWps|

BW =
gap Max{BWpy, BWpy}

(4.1)

Figure 4.4 shows the performance of SPTCP and MPTCP when the paths are het-
erogeneous. The Figure shows that the decrease in heterogeneity in terms of bandwidth
will lead to increasing the average throughput. Moreover, we noted there is no significant
difference between the performance of SPTCP and MPTCP in the worst-case scenario
(BW gap = 0.99).

10

Average throughput (Mbitfs)
)

SPTCP MPTCP BW gap=099 MPTCP BW gap=09 MPTCP BW gap=08 MPTCP BW gap=07 MPTCP BW gap=06

Figure 4.4: Comparing the performance of SPTCP and MPTCP in terms of throughput
in heterogeneous network.
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Summary:
e When the bandwidth paths are homogeneous, MPTCP performs better than SPTCP.

e When the bandwidth paths are heterogeneous, the decrease in heterogeneity in terms
of bandwidth will lead to increasing the average throughput.

e As for MPTCP bandwidth gap = 0.99 (highest heterogeneity scenario), the perfor-

mance of SPTCP and MPTCP almost is equal in terms of throughput.

4.3 Impact of MPTCP on Short Flows

This section studies the impact of MPTCP on short flows that are sensitive to latency.
Moreover, it evaluates the performance of SPTCP and MPTCP in homogeneous and
heterogeneous scenarios. We assumed that the client would download files from the
HTTP server with different sizes (10 KB, 50 KB, 100 KB, 200 KB, 500 KB, 1 MB, 2 MB,
and 5 MB). For the sizes of short flows, we attempted to cover the sizes as stated in [5]
where the authors classified the web traffic into three categories, where the size for each
of them is 100KB, between 100KB to 400 KB, more than 400 KB.

1.0
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—— WWw.amazon.com
- — Www.ieee.org
-+ www.sohu.com
www.huawei.com
0.4 www.yale.edu
- - www.yahoo.com
www.hunan.gov.cn

0.2} 1

0.6

CDF

0.0

0 100000 200000 300000 40000
Size of the web objcets (Bytes).

Figure 4.5: Distribution of web objects. [5]

4.3.1 Homogeneous Network

In this section, we study the impact of MPTCP on the short flows when the network has
homogeneous paths. This is by measuring the average download time. We assumed the
bandwidth for each link is 10 Mbit/sec (bandwidth for each path is 10 Mbit/sec).
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Figure 4.6 shows that SPTCP and MPTCP performances are nearly equal in terms
of average download time when file size = 10 KB.
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Figure 4.6: Average download complete time when file size equals 10 KB, the circles are
the outliers.

Figure 4.7 shows that when the file size 50 KB, the performance of MPTCP is better
than the SPTCP since the average download time for MPTCP is 0.0233 second while for
SPTCP is 0.0379 second.

Figure 4.8a shows that when the file size 100 KB, the performance of MPTCP is
better than the SPTCP since the average download time for MPTCP is 0.0542 second
while for SPTCP is 0.0874 second. Figure 4.8b shows also that when the file size 200
KB, the performance of MPTCP is better than the SPTCP since the average download
time for MPTCP is 0.0878 second while for SPTCP is 0.202 second. Similarly in Figure
4.8c where the file size 500 KB, the performance of MPTCP is better than the SPTCP
since the average download time for MPTCP is 0.284 second while for SPTCP is 0.576
second. The same result can be observed in Figure 4.8d where the file size 1 MB, the
performance of MPTCP is better than the SPTCP since the average download time for
MPTCP is 0.568 second while for SPTCP is 1.157 seconds. However here, the difference
between MPTCP and SPTC average download time is more than that when the file sizes
were 200 KB and 500 KB. The difference between average download time of MPTCP
and SPTCP increases further as the file size increases to 2 MB as shown in Figure 4.8e.
In this Figure the performance of MPTCP is better than the SPTCP since the average
download time for MPTCP is 1.132 seconds while for SPTCP is 2.544 seconds. Figure
4.8f shows that when the file size 5 MB, the performance of MPTCP is better than the
SPTCP since the average download time for MPTCP is 2.904 seconds while for SPTCP
is 6.558 seconds.

Figure 4.9 strongly shows that MPTCP performs better than SPTCP especially when
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Figure 4.7: Average download complete time when file size equals 50 KB, the circles are
the outliers.

the file size is greater than 100 KB. Table 4.1 shows MPTCP and SPTCP output in terms
of the average download time for different file sizes, The table strongly demonstrates that
MPTCP performs better than SPTCP particularly when the file size exceeds 100 KB. We
conclude that the performance of MPTCP is better than the SPTCP since in MPTCP
the flows are split into subflows then sent over many paths while in SPTCP the flows are

sent over a single path, so the average download time of these flows over SPTCP will be
more than MPTCP.
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Figure 4.9: Average download complete time with different file sizes.

File Size | SPTCP MPTCP
10 KB 0.00752 sec. | 0.00767 sec.
50 KB 0.0379 sec. | 0.0233 sec.
100 KB | 0.0874 sec. | 0.0542 sec.
200 KB 0.202 sec. 0.0878 sec.
500 KB 0.576 sec. 0.284 sec.
1 MB 1.157 sec. 0.568 sec.
2 MB 2.544 sec. 1.132 sec.
5 MB 6.558 sec. 2.904 sec.

Table 4.1: Average download complete time for different file sizes in the homogenous
network.

4.3.2 Heterogeneous Network
In this section, we investigate the impact of MPTCP on short flows when the network

has heterogeneous bandwidth paths.

Scenario 1

We assume the bandwidth for the first path is fixed 10Mbit/sec (BW for each link of the
first path = 10 Mbit/sec) and the bandwidth for the second path is varied as follows:

e 0.1Mbit/sec (BW for each link of the second path = 0.1Mbit/sec).

34



1Mbit/sec (BW for each link of the second path = 1Mbit/sec).

( )
2Mbit /sec (BW for each link of the second path = 2Mbit/sec).
e 3Mbit/sec (BW for each link of the second path = 3Mbit/sec).
e 4Mbit/sec (BW for each link of the second path = 4Mbit/sec).

Figure 4.10a shows that when the file size 50 KB, the performance of SPTCP is better
than the MPTCP when the bandwidth gap is 0.99, 0.9, 0.8, 0.7, and 0.6, as well as it
illustrates that the performance of MPTCP and SPTCP is nearly similar when the gap
is 0.4. Figure 4.10b also shows that the performance of SPTCP is higher than MPTCP
when the bandwidth gap is 0.99,0.9,0.8, and 0.7 when the file size is 100 KB and il-
lustrates that when the gap is 0.6, the performance of MPTCP and SPTCP is almost
identical. MPTCP performs better than SPTCP when the bandwidth gap is equal to or
less than 0.7 as depicted in Figure 4.10c where the file size equals 200 KB, also in this
Figure, the performance of SPTCP is better than the MPTCP when the bandwidth gap
is 0.99, 0.9, and 0.8. Figure 4.11a shows that when the file size is 500 KB, when the
bandwidth gap is 0.99, the performance of SPTCP is better than MPTCP and illustrates
that when the gap is 0.9, the performance of MPTCP and SPTCP is almost similar. In
addition, when the bandwidth gap is equal to or less than 0.8, MPTCP performs better
than SPTCP. The same result can be observed in Figure 4.11b where the file size 1 MB,
the performance of SPTCP is better than the MPTCP when the bandwidth gap is 0.99,
as well as it illustrates that the performance of MPTCP and SPTCP is nearly similar
when the gap is 0.9. Moreover, the MPTCP performs better than SPTCP when the
bandwidth gap is equal to or less than 0.8. Last Figure 4.11c indicates that when the file
size is equal to 5 MB, while the bandwidth gap is 0.99, the SPTCP efficiency is higher
than the MPTCP. Moreover, when the bandwidth gap is equal to or less than 0.9, the
MPTCP performs better than SPTCP.

Table 4.2 shows the performance of SPTCP and MPTCP in terms of the average
download time for different file sizes when the bandwidth of the paths is different, the
table shows that decreasing the gap in terms of bandwidth will lead to enhance the
performance of MPTCP.
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Figure 4.10: Average download complete time for Heterogeneous Networks
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File Size  SPTCP | °P sap sap sap sap sap
0.99 0.9 0.8 0.7 0.6 0.4
50 KB 0.038 sec. | 0.0476 sec. | 0.081 sec. | 0.073 sec. | 0.052 sec. | 0.0421 sec. | 0.0322 sec.
100 KB | 0.087 sec. | 0.1101 sec. | 0.2 sec. 0.1 sec. | 0.095 sec. | 0.0823 sec. | 0.0607 sec.
200 KB | 0.202 sec. | 1.177 sec. | 0.298 sec. | 0.221 sec. | 0.197 sec. | 0.157 sec. | 0.112 sec.
500 KB | 0.576 sec. | 1.778 sec. | 0.584 sec. | 0.456 sec. | 0.444 sec. | 0.395 sec. | 0.349 sec.
1 MB 1.157 sec. | 1.718 sec. | 1.168 sec. | 0.965 sec. | 0.892 sec. | 0.817 sec. | 0.589 sec.
5 MB 6.558 sec. | 8.035 sec. | 5.169 sec. | 4.636 sec. | 4.183 sec. | 3.869 sec. | 3.418 sec.

Table 4.2: Average download complete time for different file sizes in the heterogeneous
network.

Scenario 2

We assumed the bandwidth for each link of the first path is fixed 10Mbit/sec (BW of
the first path = 10 Mbit/sec), and the bandwidths of the second path links are varied
(BW2.1=10 Mbit/sec, BW2.2=1Mbit /sec, BW2.3=10Mbit/sec).

Figure 4.12a shows that when the file size 50 KB, the performance of MPTCP almost
as the performance of MPTCP in Figure4.10a when the MPTCP BW gap = 0.9 second.
Figure 4.12b shows also the performance of MPTCP is nearly equal to MPTCP perfor-
mance in Figure 4.10b when the MPTCP BW gap is = 0.9. Similarly in Figure 4.12¢
where the file size 200 KB, the MPTCP output is almost the same as the MPTCP output
in Figure 4.10c when the MPTCP BW gap is = 0.9. The same result can be observed
in Figure 4.12d where the file size 500 KB, the MPTCP performance is approximately
the same as the MPTCP performance in Figure4.11a when the MPTCP BW difference
is 0.9. MPTCP performance in Figure 4.12¢ is nearly equal to MPTCP performance in
Figure 4.11b when the MPTCP BW gap is = 0.9.

Table 4.3 and Figure 4.13 show the performance of SPTCP and MPTCP in terms
of the average download time for different file sizes when the bandwidth of the second
path links is heterogeneous, the table shows that MPTCP outputs almost equal MPTCP
outputs that are illustrated in the fourth column of the previous table. This scenario
aims to prove that the bandwidth for a path equals the minimum path links bandwidth.
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File Size | SPTCP | MPTCP
50 KB 0.0379 sec. | 0.0941 sec.
100 KB | 0.0874 sec. | 0.201 sec.
200 KB 0.202 sec. | 0.308 sec.
500 KB 0.576 sec. | 0.592 sec.

1 MB 1.157 sec. | 1.155 sec.

Table 4.3: Average download complete time for different file sizes when the bandwidth
of the second path links is heterogeneous.
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Figure 4.13: Average download complete time for different file sizes when the bandwidth
of the second path links is heterogeneous.

Summary:
e MPTCP works better than SPTCP when the bandwidth paths are homogeneous.

e SPTCP performance was better than MPTCP especially when the MPTCP band-
width gap = 0.99.

e There is a need for a technology that has the capability to select the best paths
based on the network condition.

e The bandwidth for a path is equal to the minimum path link bandwidth.

e A significant consideration that must be considered when the routing of MPTCP
subflows is the bandwidth gap between paths.
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In the previous chapter, we showed that the use of MPTCP will affect badly the
transmission of short flows in heterogeneous networks. In this chapter, we will propose
an architecture to enhance the impact of MPTCP on short flows. Moreover, This chapter
evaluates the proposed architecture and compares the performance of single path TCP
(SPTCP), disjoint method (Disjoint), and the proposed architecture (MPSSHetN) in
terms of average download complete time with different file sizes.

5.1 Research Methodology

The main objective of this study is to propose a new architecture to improve MPTCP
efficiency on short flows, where the proposed architecture considers the gap in terms of
bandwidth between the disjoint paths when routing the subflows of MPTCP. We utilize
the Software-defined Network (SDN) to select the optimal disjoint paths between the
available paths. This work follows the procedure shown below:

e At first, we evaluate the performance of MPTCP on both types of flows (long,

short) in the homogeneous and heterogeneous networks as shown in the previous
chapter.
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e Then we prove that bandwidth dissimilarity between paths is a significant factor
and affects MPTCP output on short flows as illustrated in the previous chapter.

e Since the SDN controller has a global view of the topology, we employ the SDN
controller to calculate all disjoint paths between the source and destination as well
as calculate the bandwidth of the disjoint paths.

e The SDN controller will select the best disjoint paths based on bandwidth dissimi-
larity of all disjoint paths.

e Utilize the SDN controller to inspect the packet to provide deterministic subflow
assignment to paths.

Mininet [12] is a network emulator which creates a network of virtual hosts, switches,
controllers, and links. Mininet hosts run standard Linux network software, and its
switches support OpenFlow for highly flexible custom routing and Software-Defined Net-
working. Furthermore, it yields a more effective use of time and resources compared to
other workflows.

5.2 Proposed Approach (MPSSHetN)

The aim of the suggested architecture, Multipath TCP for Short Flows Supported by SDN
in Heterogeneous Networks (MPSSHetN), is to improve the impact of MPTCP on short
flows by finding the best disjoint routes and taking into account the paths dissimilarity
in term of bandwidth. The suggested architecture consists of three parts as illustrated
below and in the Figure 5.1 :

1. Forwarding plane:

This part presents the SDN infrastructure (Openflow switches), where these devices
are simple devices without included control or software to take self-actions. The
SDN switches forward the traffic based on the flow tables that are installed on them
by the controller. The flow table entry has three parts: matching rule, actions, and
counters. The flow rules are a set of several matching fields, and the popular rule
for SDN switches is to send the packets to the SDN controller. When the SDN
switches receive new packets, they first check for the tables they have to match.
Potential actions include forwarding the packet to the outgoing port(s), forwarding
the packet to the handler, or dropping the packet. Based on Figure 5.1, when the
ingress switch receives the first packet, will send the packet to the SDN controller
via Packet in message.

2. OpenFlow protocol:
It is a bridge linking the control and forwarding devices, and it offers a communi-
cation channel between the SDN controller and the SDN switches.

3. SDN controller:
This part is the most critical part of the proposed architecture. Many general
network services can be supported by the SDN controller, such as network status
monitoring, network topology data collection, allocation of the configuration for
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distributed devices. The SDN controller is responsible for creating the network
configuration according to the policies defined by the network engineers. The con-
trol plane determines how to handle network traffic, and the data planes send the
traffic according to the controller’s rules. The main job of the SDN controller is to
find the best disjoint routes as well as assigning the suitable OpenFlow rules to the
switches. This part contains two main modules:

e Topology module:
Provides the forwarding module with a collection of disjoint paths between
hosts and their bandwidth.

e Forwarding module:
The purpose of this module is to select the optimal disjoint paths from the
disjoint paths set and to provide the switches with the suitable OpenFlow
rules.

Figure 5.1 shows the interaction between the three parts when the SDN switch receives
the first packet and doesn’t have the rules, the packet will be forwarded via packet-in
message to the controller, where the function of the rules is to inform the switch where
the packet should be sent. Then the SDN controller will extract the MPTCP options
from the MPTCP header. Once the controller sees the MP_CAPABLE option in the
header. It will know the switch is asking about the first path. The controller will send
the flow tables to the switch via packet-out message.

Once the MPTCP client starts to add a new subflow, in the same way, the packet will
be forward to the controller by the switch through packet-in message and the controller
will parse the MPTCP header, once it sees the MP_JOIN option it will evaluate the
next disjoint path based on the value of the difference between the MPTCP BW gap
for disjoint path and threshold gap and based on the result the controller will determine
whether to select this path or not. In case the path is selected, the controller will send
the flow tables to the switch via packet out-message.
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5.2.1 Topology module

This module has an up-to-date global view of the topology. This is done by messages
being transferred between the SDN controller and the switches. Pox controller uses open-
flow.discovery component [36], this component transmits LLDP (Link Layer Discovery
Protocol) messages to switches to get the information about the links that can be used to
create a topology graph. To save the topology graph G(V, E) and to find all the disjoint
paths, we use networkx tool [37].

Algorithm 1: Disjoint paths set
Input: Network topology G(V,E), Source node S, Destination node D
Output: Disjoint Pathlist P
for i in nx.edgedisjointpaths (G,S,D): do
‘ Add path; to Pathlist P
end
return Pathlist P

In the algorithm 1, the network topology, source node, and the destination node are
the inputs, the disjoint pathlist P is the output. The objective of this algorithm is to find
all disjoint paths between S and D and save them in the pathlist P.

The bandwidth available for a path is measured as illustrated in equation 5.1:

BW; = Min{BW,,ee€ j} (5.1)

where:
j is the path from source node S to destination node D.
e is every link of the path j.
The objectives of the topology module are:
e Provides the forwarding module with a collection of disjoint paths (P).

e Provides the forwarding module with the bandwidth of the disjoint paths.

5.2.2 Forwarding module

This module aims to select the optimal disjoint paths based on the network condition to
improve the performance of MPTCP over short flows, as well as make the deterministic
assignment of subflows to paths. The forwarding module will install the suitable Open-
Flow rules to the switches after the selection process of optimal paths.

When the ingress switch forwards the first packet to the forwarding module, it will
extract MPTCP options from the MPTCP header to determine whether the type is
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MP_CAPABLE or MP_JOIN. If the type is MP_CAPABLE, it will select the first dis-
joint path. When the type is MP_JOIN, for every MP_JOIN packet, the forwarding
module will calculate the MPTCP BW gap for every disjoint path and compare that
value with the threshold gap, and then it will decide to choose this disjoint path or not
based on that value.

Algorithm 2 offers a brief overview of the all processes of the forwarding module. The

purpose of the algorithm is to find a set of paths that will boost MPTCP’s output on
short flows. Pathlist P, MPTCP options, Bandwidth BW; of path j in Pathlist P, and
Threshold,,, are the inputs, where the Pathlist P is provided to the forwarding module
by the topology module.
Once the forwarding module receives the first packet from the switch, the forwarding
module will inspect the MPTCP options to identify if the option is MP_CAPABLE or
MP_JOIN. In case the option is MP_CAPABLE, the forwarding module will select the
first path (s1) and send the rules regarding the first path (s1) to the switches, and then
update the pathlist p (removing the first path from pathlist p)

Note: we assume the first path is the reference path in terms of bandwidth and the
disjoint of the other paths will compare with it to calculate the BW gap.

Algorithm 2: Forwarding Module
Input: Pathlist P = pq, po,.... , pp, MPTCP packet option, Bandwidth BW; of
path j in Pathlist P, T'hreshold,q,,
Output: A set of paths S = s1, s9,.... , S
parsing MPTCP packet header
if option == MP_CAPABLFE then
select the first path (sq)
send OpenFlow rules regarding the first path (s;) to the switches
end
update Pathlist P
if option == MP_JOIN then
for path; in P do
calculate MPTCP BW gap;
if MPTCP BW gap; <Thresholdy,, then
select path; (s;)
send OpenFlow rules regarding path; (s;) to the switches
end

end
end

If the option is MP_JOIN, the forwarding module will calculate MPTCP BW gap
(as illustrated in equation 5.2) for all paths existed in the path list, and then compares
MPTCP BW gap for each path with T'hresholdy,,. If MPTCP BW gap for path j is less
than or equal Thresholdg,,, the forwarding module will choose this (s;) path and will
send OpenFlow rules regarding this path to the switches.
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BW gap = B

(5.2)

where:
BWp; is the first path bandwidth (reference path).

BWp; is the disjoint path bandwidth.

We assume the application size (Fi) is known in the proposed architecture, table 5.1
illustrates the relationship between the BW threshold and the application size approxi-
mately:

Application Size BW threshold
Fi < 50 KB 0
50 KB > Fi < 100 KB 0.4
100 KB > Fi < 200 KB 0.6
200 KB > Fi < 500 KB 0.7
Fi > 500 KB 0.9

Table 5.1: The relationship between the BW threshold and the file size (Fi).

Based on the experiment results, we found that when the application size is less than
50KB, the disjoint paths must be identical in terms of bandwidth, otherwise the MPTCP
will be affect negatively. As for the other application sizes, when selecting the disjoint
paths, the table defines the threshold that the disjoint paths must not exceed between
them in terms of variations in bandwidth.

5.3 Exchanging MPTCP packets in the proposed ar-
chitecture

This section describes how MPTCP packets are handled through the proposed architec-
ture (MPSSHetN). As illustrated in Figure 5.2 there are mainly two stages:

1. Establishing a MPTCP connection:
Assuming the MPTCP client is willing to download a file from the MPTCP server
and the OpenFlow switch has no knowledge about the network.

e The MPTCP client transmits a SYN packet which carries the MP_CAPABLE
option.
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Once the SDN switch has received the packet, the packet will be forwarded
via packet-in message to the controller.

Once the controller received the packet, the packet will be parsed to ensure the
MP_CAPABLE option is included in the packet, where the aim of this option
is to checks if the client is boosted with MPTCP.

The controller will select the first disjoint path, after that the controller will
send the flow tables to the switches.

After completing the three handshaking process over the first path, the initi-
ation of the MPTCP connection process will finish.

2. Add a new subflow:

When the MPTCP client made sure the MPTCP server is MPTCP-enabled, in this
step the MPTCP client is willing to add a new subflow.

The MPTCP client transmits a SYN packet which carries the MP_JOIN op-
tion.

Once the SDN switch has received the packet, the packet will be forwarded
via packet-in message to the controller.

Once the controller has received the packet, the packet will be parsed to ensure
the packet includes MP_ JOIN option.

The controller will evaluate the MPTCP BW gap between the first path (Ref-
erence path) and the next path, while the gap is less than or equal to the
threshold, the controller will send the flow tables to the switches regarding the
next path.

After that, the three handshaking process for adding a new subflow will finish,
and this process will be repeated once there are adding a new subflow on the
other disjoint paths.
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Figure 5.2: Exchanging MPTCP packets in MPSSHetN.
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5.4 Experimental Setup

Figure 5.3 presents the testbed for evaluating the proposed architecture, the bandwidth
between the switches is illustrated in this Figure. We assume the MPTCP client and
MPTCP server are connected to the switch through three links. The testbed has been
carried on Ubuntu 16.04 and the MPTCP release is v0.95, the testbed involves the fol-

lowing:
e Mininet [38]: to emulate the network topology.
e Open vSwitch [39] (OvS) 2.5.5: used to emulate the SDN switches.
e POX [14] : used as SDN controller.

The below Figures 5.4,5.5 show the performance of the regular TCP, Disjoint method
[7], and the proposed architecture (MPSSHetN) in terms of average download complete
time with different application sizes, all Figures results are the average of 100 samples.

MPTCP
client

server

7Mb

Figure 5.3: Experimental Testbed
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Figure 5.4a shows that when the application size 10 KB, the performance of SPTCP
and MPSSHetN are equal and they are better than the disjoint method since the aver-
age download time for SPTCP and MPSSHetN is 0.00752 second while for the disjoint
method is 0.01108 second. Figure 5.4b shows also that when the application size 50
KB, the performance of MPSSHetN is best than both SPTCP and disjoint method since
the average download time for MPSSHetN is 0.0299 second while for SPTCP is 0.0379
second and for the disjoint method is 0.0336 second. Similarly in Figure 5.4c where the
application size 100KB, the performance of MPSSHetN is best than both SPTCP and
disjoint method since the average download time for MPSSHetN is 0.0504 second while
for SPTCP is 0.0874 second and 0.0712 second for the disjoint method. The same result
can be observed in Figure 5.4d where the application size 200 KB, the performance of
MPSSHetN is best than both SPTCP and disjoint method since the average download
time for MPSSHetN is 0.1 second while for SPTCP is 0.202 second and for the disjoint
method is 0.111 second.

Figure 5.5a shows that when the application size 500 KB, the performance of MPSSHetN
is best than both SPTCP and disjoint method, as well as normal TCP performs better
than the disjoint method (The average download time for MPSSHetN is 0.305 second
while for SPTCP is 0.576 second, for the disjoint method is 1.406 second). The same
result can be seen in Figure 5.5b where the application size is 1 MB, the performance
of MPSSHetN is higher than both the SPTCP and disjoint method since the average
download time for MPSSHetN is 0.624 second while for SPTCP is 1.157 second, for the
disjoint method is 1.649 second. Figure 5.5¢ shows that when the application size 2MB,
the performance of MPSSHetN is best than both SPTCP and disjoint method, as well
as the disjoint method performs better than SPTCP since the average download time
for MPSSHetN is 1.274 second while for SPTCP is 2.544 second, for the disjoint method
is 1.749. Likewise in Figure 5.5d where the application size 5 MB, the performance
of MPSSHetN is best than both SPTCP and disjoint method, as well as the disjoint
method performs better than SPTCP since the average download time for MPSSHetN is
3.246 second while for SPTCP is 6.558 second and for the disjoint method is 3.741 second.

Table 5.2 shows the Comparison between the performance of normal TCP, Disjoint
method, and MPSSHetN in terms of average download time for various application sizes.
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File Size | SPTCP Disjoint | MPSSHetN
10 KB 0.00752 sec. | 0.01108 sec. | 0.00752 sec.
50 KB 0.0379 sec. | 0.0336 sec. 0.0299 sec.
100 KB 0.0874 sec. | 0.0712 sec. 0.0504 sec.
200 KB 0.202 sec. 0.111 sec. 0.1 sec.
500 KB 0.576 sec. 1.406 sec. 0.305 sec.

1 MB 1.157 sec. 1.649 sec. 0.624 sec.
2 MB 2.544 sec. 1.749 sec. 1.274 sec.
5 MB 6.558 sec. 3.741 sec. 3.246 sec.

Table 5.2: Comparison between the performance of normal TCP, Disjoint method, and
MPSSHetN in terms of average download time for various application sizes.

5.5 Summary and Discussion

As per the topology that is shown in Figure 5.3, there are three disjoint paths between
the MPTCP client and the MPTCP server. The disjoint paths and their bandwidth are
presented in table 5.3.

The topology module will provide the forwarding module with the disjoint paths and
their bandwidth. The forwarding module will select the best paths based in the BW gap
and application size.

Path | Path Distribution | Path Bandwidth | Bandwidth gap
P1 S1, S3, 54, 52 10 Mb 0

P2 S1, S5, S6, S2 0.1 Mb 0.99

P3 S1, S7, S8, 52 6 Mb 0.4

Table 5.3: The disjoint paths between the MPTCP client and the MPTCP server and
paths bandwidth

As per Figure 5.4a, when application size equals 10 KB, the proposed method (MPSSHetN)
will select just the first path (P1), this means when the forwarding module extracts the
MPTCP header and once the option is MP_CAPABLE option it selects the first path.
Once the option is MP_JOIN, the forwarding module will calculate the BW gap for each
disjoint path as depicted in the table, and because there is no disjoint path that has zero
dissimilarity compared with the first path in terms of bandwidth, the forwarding module
will not select any of the rest of the disjoint paths. Moreover, it is noted the bad impact
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of the disjoint method because it neglected the BW gap factor between the disjoint paths.

According to the Figures (5.4b, 5.4c, 5.4d, 5.5a, 5.5b, 5.5¢, and 5.5d), for the rest of
the application sizes, the proposed method selects the first and third path (P1 and P3).
In the same way, when the forwarding module extracting the MPTCP header and once
the option is MP_CAPABLE, it selects the first path (P1). Similarly, the first path (P1)
is selected when the forwarding module extracts the MPTCP header and the option is
MP_CAPABLE. Once the option is MP_JOIN, the forwarding module will calculate the
BW gap for each disjoint path and will compare it with the threshold gap. Since the BW
gap for P3 is less than the threshold gap, the forwarding module will select P3 and omit
P2. Furthermore, it is noted in the Figures the negative effect of the disjoint method
because it omitted the BW gap factor between the disjoint paths.
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Chapter 6

Conclusion and Perspective

MPTCP is a promising technology and its main goals are to provide better performance,
throughput, and resilience to failures by splitting the flow into several subflows which
will be then sent over many paths. MPTCP has a positive effect on long flows in terms
of throughput such as transmitting large-sized files. However, MPTCP may degrade
the efficiency of short flows which are sensitive to latency as web transfer applications
especially when the short flows are transferring over heterogeneous paths, that because
the paths heterogeneity causes packet reordering. Moreover, MPTCP is an end-to-end
protocol that cannot observe the state of lower layers in the network.

The administration of conventional networks is complex. This reduces network infras-
tructure growth, where network operators need to manually configure each network unit.
Software-defined networking (SDN) decouples the control plane from the data plane and
transfer the network devices to be just normal forwarding devices receive the instructions
from the control plane. Furthermore, SDN shifts the control logic to a logically central-
ized controller. The controller guides the data plane components through an application
programming interface, as well as the controller, has a global view of the network. SDN
has many applications like rural connections, Internet research, data centers upgrading,
and traffic engineering.

This thesis investigated the impact of MPTCP on long flows and short flows in ho-
mogenous and heterogeneous networks. For long flows, the experiment results showed
that the performance of MPTCP is better than SPTCP when the bandwidth paths are
homogeneous. In the majority of heterogeneous scenarios, the MPTCP throughput is of-
ten higher than the SPTCP throughput. Moreover, the results proved that reducing the
heterogeneity in terms of paths bandwidth will lead to increasing the average through-
put. As for short flows, the experiment results proved that MPTCP works better than
SPTCP when the bandwidth paths are homogeneous. However, when the bandwidth of
the paths is heterogeneous, the SPTCP performance was better than MPTCP in some
scenarios. This is determined based on the bandwidth gap value and the application size.
In addition to that, the experiments proved that the bandwidth gap between paths is
a critical factor influencing the performance of the short flows and must be considered
when routing the MPTCP subflows.

This thesis proposed a new architecture supported by SDN (MPSSHetN) to improve
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the performance of MPTCP for short flows in the heterogeneous networks. MPSSHetN
takes into account the bandwidth dissimilarity among paths for routing MPTCP subflows.
MPSSHetN includes two modules: the topology module and the forwarding module,
where the function of the topology module is to calculate all disjoint paths between hosts
and their bandwidth and the role of the forwarding module is to select the best disjoint
routes based on the least bandwidth gap. Our approach results showed the improvement
of MPTCP performance for short flows compared to the disjoint approach.

Studying the effect of the dissimilarity of the paths in terms of delay and modifying our
proposed architecture to select the best routes based on the bandwidth gap and delay
gap will be part of our future work. Moreover, we plan to implement our approach over
real-time video applications.
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